Analysis of flexural mode focusing by a semianalytical finite element method
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Focusing is one of the most promising techniques for the detection of small defects in pipe works, in which guided waves including longitudinal and flexural modes are tuned so that ultrasonic energy can be focused at a target point in a pipe, and analysis of reflected waves gives information on defects such as location and size. In this paper, the focusing technique is discussed by way of a simulation of guided wave propagation in pipe by a semianalytical finite element method (SAFE). Experiments and SAFE calculations were compared for waveforms transmitted by a single transducer and received at different circumferential positions initially, and then the focusing phenomena were experimentally observed using focusing parameters obtained by calculations. Calculation and visualization were conducted to clarify focusing phenomena in pipe in investigating the potential of the focusing technique. These results show that the time-reversal idea helps in understanding focusing and that resolution of focusing is strongly affected by incident waveforms as well as the number of channels available in an experiment. © 2003 Acoustical Society of America. [DOI: 10.1121/1.1543931]

PACS numbers: 43.20.Gp, 43.20.Px [LLT]

I. INTRODUCTION

Since thousands of miles of tubing and piping are used in all sorts of power generation, petrochemical, and manufacturing plants, nondestructive evaluation has become an important subject for reduced inspection time and costs. Ultrasonic nondestructive evaluation by guided waves propagating over long distances in a pipe has recently attracted considerable attention as a useful means for solving these issues; many theoretical and experimental studies have been published.\textsuperscript{1–11}

All of these works on guided waves in a pipe are based on a theoretical study of the normal mode expansion presented by Gazis in 1959,\textsuperscript{12} in which dispersion curves for a hollow cylinder with outer- and inner traction-free surfaces were derived and fundamental useful knowledge was presented on guided waves in a pipe. In order to achieve our aim of practical applications to quantitative evaluation for cracks in a pipe, however, more detailed theoretical or numerical studies have been required. The focusing technique, especially, proposed by Li and Rose\textsuperscript{3,4} is expected to represent a key technique for defect detection in a pipe. The approach, however, is very hard to understand intuitively from the initial fundamental theoretical studies.

The basic idea of the focusing technique is as follows. First, a displacement distribution in the circumferential direction (circumferential profile) is predicted theoretically for partial loading by a single transducer. Circumferential profiles for multiple transducers can then be expressed by a superposition of this single transducer profile. Then, by tuning amplitudes and time delays of each channel independently, waveforms are enhanced at some predetermined target in a pipe. Since ultrasonic energy is converged on the target, a large reflected echo can be detected only when a defect is located at the target. Scanning various targets can take place by changing amplitudes and time delays. Observation of reflected waves then provides useful information on defects in a pipe, such as location and size.

The purpose of this study is to analyze this focusing technique by way of simulation and visualization of guided wave propagation.

Numerical calculation modeling such as finite element method (FEM) and boundary element method (BEM) is suitable for simulating ultrasonic wave propagation and to investigate it in detail. Moreover, visualizing these calculation results helps our understandings in such complicated wave propagation as guided waves. The semianalytical finite element method (SAFE), in which wave propagation in the longitudinal and circumferential direction is expressed by a superposition of orthogonal harmonics, is one of the most effective modeling techniques for carrying out large computations for guided wave propagation in a pipe. This special modeling technique designed for bar- and plate-like objects was developed by Cheng\textsuperscript{13} and Zienkiewicz.\textsuperscript{14} Recently, Datta\textsuperscript{15–18} and Dong\textsuperscript{19,20} have made significant progress on guided waves using SAFE. The authors\textsuperscript{21} have studied complicated Lamb waves propagating in laminated plates using calculation and visualization techniques.

In this paper, the SAFE is used for simulation of cylin-
chiral guided wave propagation. First, calculated waveforms are compared with experiments to confirm the accuracy of the calculations and SAFE calculations are applied to focusing experiments. Next, we investigate the focusing status and its application to defect detection from visualization results. Moreover, the potential values of the focusing technique are discussed.

II. PRELIMINARY

A. Semianalytical FEM

In the SAFE used here, waveforms in circumferential (θ) and longitudinal (z) directions represent orthogonal harmonic functions, and the analytical dimensions are then reduced into one dimension in the thickness direction (r). Therefore, even guided wave propagation over long distance can be calculated with short calculation times and a small computational memory. Since the basic formulations are written in the references in detail, only some fundamental and additive equations will be represented in this section. Displacement vector \( \mathbf{U} \), containing displacements at nodes divided in the r direction, is represented using orthogonal harmonic functions \( \exp(in\theta) \) and \( \exp(-i\omega t) \) in the r, \( \theta \), and t (time) direction, respectively

\[
\mathbf{U}(\theta,z,t) = \int_{-\infty}^{+\infty} \mathbf{U}_n(\theta,z) \exp(-i\omega t) d\omega,
\]

\[
\mathbf{U}_n(\theta,z) = \sum_{n=-\infty}^{+\infty} \mathbf{U}_n(z) \exp(in\theta),
\]

\[
\mathbf{U}_n(z) = \int_{-\infty}^{+\infty} \mathbf{u}_n(z) \exp(i\xi_nz) d\xi,
\]

where \( \mathbf{U} \) denotes the Fourier transform of \( \mathbf{U} \) in terms of time \( t \), and means the complex amplitude for harmonic waves at the angular frequency \( \omega \). \( \mathbf{U}_n \) is a complex Fourier series of \( \mathbf{U} \) in terms of circumferential direction \( \theta \), \( \mathbf{U}_n \) is the Fourier transform of \( \mathbf{U}_n \) in terms of longitudinal direction \( z \), and \( \xi_n \) is the wave number propagating into the ±z directions for the nth circumferential function.

Similar to ordinary FEM, the virtual work principle or Hamilton’s principle leads to the governing equations. The insertion of Eq. (1) in the governing equations gives eigen-systems for the nth circumferential harmonic. Solving this eigensystem yields \( 2M \) eigenvalues \( \xi_{nm} \) and \( 2M \) right eigenvectors \( \Phi_{nm}^R \) (2M vector), where \( M \) is the dimension of the nodal displacement vector \( U \) and three times the number of nodes, and \( m = 1,2,\ldots,2M \). The eigenvalue \( \xi_{nm} \) corresponds to the wave number of the nth mode and nth family. When it is real, it means a propagating mode, and an evanescence mode is represented for complex \( \xi_{nm} \). Calculating the eigenvalues \( \xi_{nm} \) at many frequency steps yields dispersion curves for the nth family.

Here, following Ref. 19, the displacement vector \( \mathbf{U}_n \) for the nth circumferential harmonic (nth family) is obtained as

\[
\mathbf{U}_n = \sum_{m=1}^{M} \alpha_{nm} \Phi_{nm}^R \exp(i\xi_{nm}z),
\]

where \( \alpha_{nm} \) is an amplitude of the \((n,m)\) mode to be obtained from boundary conditions, and \( \Phi_{nm}^R \) is the vector consisting of upper \( M \) elements of \( \Phi_{nm}^R \), representing displacement distribution in the r direction. Equation (4) exhibits that \( \mathbf{U}_n \) is described as a superposition of guided wave modes for the nth circumferential harmonic.

Now suppose that a line source is located at \( z = z_s \), \( |\theta| < \theta_0 \) [Fig. 1(a)] and that the displacement vector is described as

\[
\mathbf{U}_n^\text{lineS} = \sum_{m=1}^{M} \alpha_{nm}^\text{lineS} \Phi_{nm}^R \exp(i\xi_{nm}(z-z_s)).
\]

This solution has been obtained in Ref. 19. Then, the solution for the angle wedge transducer of incident angle \( \theta_i \) and located at \( |\theta| < \theta_0 \), \( |z-z_s| < z_0 \) can be obtained as an integration of Eq. (5). See Fig. 1(b). By considering the phase shift due to incident angle, only amplitude \( \alpha_{nm} \) should be replaced as

\[
\alpha_{nm} \rightarrow \alpha_{nm} \times \frac{2 \sin((\xi_0 - \xi_{nm}z_0))}{\xi_0 - \xi_{nm}},
\]

where \( \xi_0 \) is represented as \( \xi_0 = \xi_a \sin \theta_i \) when assuming the wave number in the wedge is \( \xi_a \).

When the angle wedge receiver is the same as the transmitter with the width \( 2\theta_0 \) and \( 2z_0 \) in the \( \theta \) and \( z \) directions, respectively, the amplitude of the received signal is obtained as

\[
\alpha_{nm} \rightarrow \alpha_{nm} \times \frac{2 \sin((\xi_0 - \xi_{nm}z_0))}{\xi_0 - \xi_{nm}} \times \frac{2 \sin n \theta_0}{n}.
\]

When the excitation point is \( \theta = \theta_i \) instead of \( \theta = 0 \)

\[
\alpha_{nm} \rightarrow \alpha_{nm} \times \exp(-i\theta_i)
\]

gives the solutions.

To summarize, when the angle wedge transmitter with incident angle \( \theta_i \) and width of \( 2\theta_0 \) and \( 2z_0 \) are installed at \( z = z_s \), \( \theta = \theta_i \), displacements at the angle wedge receiver with receiving angle \( \theta_i \) and width of \( 2\theta_0 \) and \( 2z_0 \) [Fig. 1(c)] are given as

\[
\mathbf{U}_n^\text{angleS+angleR} = \sum_{m=1}^{M} \alpha_{nm}^\text{angleS+angleR} \Phi_{nm}^R \exp(i\xi_{nm}(z-z_s)),
\]

\[
\alpha_{nm}^\text{angleS+angleR} = \alpha_{nm}^\text{lineS} \times \frac{2 \sin((\xi_0 - \xi_{nm}z_0))}{\xi_0 - \xi_{nm}} \times \frac{2 \sin n \theta_0}{n} \times \exp(-i\theta_i).
\]

B. Focusing algorithm

\( N \) transmitters and \( N \) receivers are located in the circumferential direction and numbered \( 1,2,\ldots,N \) from the top of the pipe as shown in Fig. 2. Then, the complex amplitude of a harmonic wave at the frequency \( \omega \) traveling from the \( i \)th transmitter to the \( j \)th receiver is defined as \( H_{ij} \). \( H_{ij} \) is pre-
determined by experiments or calculations, containing the information of amplitude and phase. Controlling the output level (amplitude) $A_i$ and time delay $t_i$ of the $i$th transmitter, the received signal is described as $a_i H_{ij}$, where

$$a_i = A_i \exp(-i \omega t_i).$$

Tuning all amplitudes and time delays from 1 to $N$, signals at the $j$th receiver $q_j$ can be described as a superposition of $a_i H_{ij}$ as

$$q_j = \sum_{i=1}^{N} a_i H_{ij}. \tag{11}$$

This is represented in the matrix form as

$$q = Ha. \tag{12}$$

Here, letting the received signals be

$$q = [q_1 \ q_2 \ q_3 \ \cdots \ q_N]^T, \quad a = [a_1 \ a_2 \ a_3 \ \cdots \ a_N]^T. \tag{13}$$

FIG. 1. Boundary conditions.

FIG. 2. Focusing algorithm.

FIG. 3. Dispersion curves for a steel pipe used in this paper; 88-mm outer diameter and 5-mm thickness. (Gray region denotes the frequency spectrum of incident wave, 290 kHz, 7.5-cycle tone-burst waves.)
then we have a complex amplitude

\[ a = H^{-1}q. \]  

(14)

Complex amplitude components \( a_i \) are represented by amplitudes and time delays as shown in Eq. (10).

From the predefined target amplitude \( q \) and the matrix \( H \) determined by numerical calculations, necessary amplitudes and time delays for each element are calculated. When a pipe in question is geometrically symmetric like a straight homogeneous pipe, matrix \( H \) becomes a cyclic matrix as

\[
\begin{align*}
H_{11} &= H_{22} = H_{33} = \cdots = H_{NN}, \\
H_{12} &= H_{23} = H_{34} = \cdots = H_{N1}, \\
\cdots,
\end{align*}
\]

(15)

and then the deriving Eq. (14) is equivalent to the convolution algorithm developed by Li.\(^4\)

III. COMPARISON OF SAFE CALCULATION AND EXPERIMENT

The following two experiments were carried out in this section in order to verify the SAFE calculations. The first one was a comparison between experimental and calculated flexural modes that were exited by a single transducer and received at various circumferential positions. The second one was a confirmation of the focusing phenomena by using amplitudes and time delays obtained from the SAFE calculations of circumferential profile \( H_{ij} \) and the focusing algorithm.

In these experiments, a steel pipe of 88-mm diameter and 5-mm thickness is used. Eight angle wedge transmitters with an incident angle of 30° are fixed at the end of the pipe and an angle wedge receiver with 30° receiving angle can be moved to receive waveforms at different circumferential and longitudinal positions.

Figure 3 shows dispersion curves of the steel pipe used in these experiments as well as a frequency spectrum of incident signals of about 290 kHz center frequency. L and F in Fig. 3 denote Longitudinal and Flexural modes, respectively. The numbers in parentheses correspond to \((n,m)\) in Eq. (4), representing the \( m \)th mode of the \( n \)th family. The incident and receiving angles of 30° are suitable for exciting and
detecting L(0,2) and F(n,2) modes. In the first single transmitter tests, waveforms at eight circumferential positions (0°, 45°, 90°, 135°, 180°, 225°, 270°, 315°) were detected in through-transmission configurations with a fixed angled transmitter on the top (0°) of the pipe and a receiving transducer at different positions. In the second focusing tests, a Matec multichannel system independently tuned amplitudes and time delays for eight angle wedge transmitters located at regular intervals in the circumferential direction. Circumferential profiles were measured by scanning the receiving transducer in the circumferential direction.

In the SAFE calculations, solving the eigensystems determined by given material properties and geometries yields wave numbers $\xi_{nm}$ and wave structure vectors $\Phi_{nm}^{R}$ upper in Eq. (4), and the boundary conditions give amplitudes $\alpha_{nm}$. Then, displacements in Eq. (4) were given for each circumferential harmonic $n$ and frequency step $\omega$. Waveforms at any points $U(\theta, z, t)$ are obtained by substituting displacements Eq. (4) into Eq. (2) and then into Eq. (1). Tone-burst signals of 290 kHz and 7.5 cycles were adopted as an excitation stress on the surface of the pipe so as to meet experimental conditions. So, boundary conditions in these calculations are traction-free on both inner and outer surface of the pipe and tone-burst normal stress applied on the loading region. The other geometric parameters such as transducer width ($\zeta_{0} = 7.5 \text{ mm}$, $\theta_{0} = 22.5°$) and transducer angle ($\theta_{0} = 30°$) were adjusted to the experiments. The pipe was divided by eight quadratic cylindrical elements in the $r$ direction as in Ref. 19. Calculations were done for 11 circumferential harmonics from $n = -5$ to 5 and for 1000 frequency steps from 0 to 2.0 MHz.

Figure 4 shows the comparisons between experimental and computated waveforms (displacements) when the intertransducer distance $L$ was 800 mm. Figure 4(a) presents the distribution of maximum amplitude of the waveforms detected at various circumferential positions (circumferential profile). Figure 4(b) shows waveforms obtained both experimentally and calculated at various circumferential positions. Since the waveforms at the circumferential position of 225°, 270°, and 315° were very similar to those at these symmetric positions 135°, 90°, and 45°, waveforms only at these five positions were shown in this figure. These SAFE calculations agree well with experiments not only in amplitude distribution and arrival time of waveforms, but also in phase, which proves that these calculations were carried out with sufficient accuracy.

Figure 5 shows circumferential profiles at a target position in the focusing experiments. Amplitudes and time delays were calculated for a target point of $L = 400 \text{ mm}$, $0°$ and of $L = 800 \text{ mm}$, $0°$ (Table I). Large signals were detected at the target point of $0°$ in the both cases. This shows that focusing phenomena occur at the target points given by the SAFE calculations and the focusing algorithm. Calculated circumferential profiles are also shown in Fig. 4, where the focusing phenomena were simulated using amplitudes and time delays, these results being visualized later. Main differences between experimental and calculated profiles were caused by the fact that little excitation signals from eight transducers were not all well-formed tone-burst identical signals. This hardware issue can be improved with little difficulty.

Furthermore, interesting knowledge is obtained by comparing the amplitudes and time delays given in Table I with the waveforms shown in Fig. 4. Amplitudes and time delays obtained from the waveforms in Fig. 5 are shown in Table II, where the waveform at 180° is assumed to be standard. By adding $nT$ ($n$ is integer and $T$ is a period; 3.45 $\mu s$ for 290 kHz) into these time delays, values in the lowest row in Table II were obtained. Amplitudes and time delays in Table I $L = 800$ and Table II show very good agreement but signs of the time delays are opposite. This means that the focusing can be realized as following. First, waveforms are detected at the $N$ receivers, where a single source transducer is installed at a target point. Then, $N$ received signals are time reversed. In the next step, $N$ receivers are used as $N$ transmitters and time-reversed signals are excited at these transmitters. This results in the focusing at the target point where the single

| Table I. Amplitude and time-delay computation for focusing at the top for $L = 400 \text{ mm}$ and $800 \text{ mm}$. |
|---|---|---|---|---|---|---|---|
| $L = 400 \text{ mm}$ | Top | 0° | 45° | 90° | 135° | Bottom | 180° |
| Amplitude [-] | 1.00 | 0.98 | 0.92 | 0.87 | 0.83 | 0.87 | 0.92 | 0.98 |
| Time delay [µs] | 2.38 | 2.04 | 1.22 | 0.00 | 1.88 | 0.00 | 1.22 | 2.04 |
| $L = 800 \text{ mm}$ | Top | 0° | 45° | 90° | 135° | Bottom | 180° |
| Amplitude [-] | 0.48 | 0.60 | 0.72 | 0.35 | 1.00 | 0.35 | 0.72 | 0.60 |
| Time delay [µs] | 1.78 | 2.52 | 1.39 | 1.50 | 0.00 | 1.50 | 1.39 | 2.52 |

| Table II. Amplitude and time delay $t_{\text{delay}}$ obtained by waveforms in Fig. 3 and time-delay shift $t_{\text{delay}} = nT$. |
|---|---|---|---|---|---|
| Top, 0° | 45° | 90° | 135° | Bottom, 180° |
| Amplitude [-] | 0.64 | 0.66 | 0.68 | 0.30 | 1.00 |
| Time delay [µs] $t_{\text{delay}}$ | −5.21 | 4.41 | −1.30 | 1.98 | 0.00 |
| $t_{\text{delay}} = nT$ [µs] | −1.76 | −2.49 | −1.30 | −1.52 | 0.00 |
transducer was installed first. This is nothing other than the application of ultrasonic time reversal.\textsuperscript{22,23}

\section*{IV. VISUALIZATION OF FOCUSING TECHNIQUE}

Since this focusing technique is based on the algorithm using complicated circumferential profiles, actual wave propagation status is hard to describe. For example, if focal points exist at unwanted points, they prevent us from determining the location of a crack. In order to apply the focusing technique to crack detection and defect evaluation, we need to comprehend wave motions and focusing status. In this section, the focusing technique was investigated by way of visualization results from SAFE calculations.

Figures 6(a) and (b) show the focusing status when amplitudes and time delays were tuned for focusing at \( L = 400 \text{ mm}, 0^\circ \) and \( L = 800 \text{ mm} 0^\circ \), respectively. Visualization regions are from 20 mm, just after excitation region, to 1000 mm, where the grid width in the longitudinal direction is 10 mm. The shift of grid points describes amplitudes of the wave and the shade is normal stress in the longitudinal direction. Circle charts in these figures represent circumferential profiles at the maximum amplitude position. As amplitudes and time delays were calculated for the harmonic wave of 290 kHz, modes were selected by controlling incident angle, in this case \( L(0,2) \) and its neighbor \( F(n,2) \) modes, designed to focus to a focal point. However, it is possible to excite the other unwanted modes due to a frequency bandwidth of the incident wave with finite width transducers. Two wave packets can be seen in both Figs. 6(a) and (b), the faster one being the \( L(0,2) \) and \( F(n,2) \) modes and the second being the \( L(0,1) \) and \( F(n,1) \) modes. In both \( L = 400 \text{ mm} \) and \( L = 800 \text{ mm} \), \( L(0,2) + F(n,2) \) modes are focused to the focal point as expected, while \( L(0,1) + F(n,1) \) modes are not.

Figures 6(a) and (b) reveal that the focusing phenomenon does not occur abruptly at the focal point, but goes through the process in which the first wave gradually increases as it approaches the focal point and decreases after the focal point. Considering the focusing algorithm, complex displacement amplitudes at the target position are described as \( \mathbf{q} = [1 \ 0 \ 0, \ldots , 0]^T \). This means that the focused waves propagate after focusing like those excited by a single transducer at the focal point. In the vicinity of the focal points, circumferential profiles shows that waves spread with distance, while in the far field, complicated circumferential profiles which cannot be predicted without the aid of calculations are shown in Fig. 6(a) \( t = 220 \mu s \). As for the wave before the focusing points, the time-reversal idea is helpful in understanding that the wave propagation is roughly symmetric with respect to the focal point. As seen in Fig. 6(a) \( t = 100 \mu s \) and (b) \( t = 140 \mu s \), circumferential profiles are similar to those for a single transmitter in the near field, that is, waves spread with distance from the target, but profiles became more complicated in far field as in Fig. 6(b) \( t = 180 \mu s \). From a crack detection point of view, even if unexpected focusing phenomena occur in the far field from the designed focal point, they do not result in a wrong evaluation of defects since these focal points are not close to each other, anyway.

\section*{V. POTENTIAL OF THE FOCUSING TECHNIQUE}

Focal spot size strongly affects the sensitivity of lateral resolution in crack detection. To make a focal spot small, the following ideas are considered: (1) to increase the number of channels; (2) to control incident waves by function generators; (3) to change the location of the transducers.

The focusing algorithm gives some explanations of the
resolution with regard to the number of channels. As the number of channels \( N \) is large, the number of elements in vector \( \mathbf{q} \) becomes large. This means that the circumferential width covered by one receiver becomes small, and this results in a small focusing spot. Detailed descriptions are written in Ref. 4.

Next, let us consider the control of incident waves. We discussed the use of tone-burst waves for focusing, in which amplitudes and time delays were obtained from a predicted circumferential profile by SAFE calculations only for a certain frequency \( \omega \) (usually center frequency). However, if the circumferential profiles abruptly vary with a small shift of frequency \( \delta \omega \), amplitudes and time delays obtained for a certain frequency \( \omega \) are not designed to focus a wave of the frequency \( \omega + \delta \omega \). Therefore, focus width could not be obtained as expected even in noise-less computer simulations. Figure 7 shows circumferential profiles at the focusing position with variable frequency bandwidth (number of cycles). As the number of cycles becomes small, that is, frequency bandwidth becomes broad, energy convergence at the focal point becomes small. This shows that amplitudes and time delays calculated for a center frequency do not work well for a converging ultrasonic wave at frequencies other than the center frequency.

For this reason, focusing is enhanced by applying amplitudes and time delays obtained independently for all frequency steps. Applying different amplitudes and time delays for different frequency steps means that arbitrary incident waves are excited instead of the tone-burst wave. From the time-reversal point of view, this can be replaced as follows. \( N \) signals emitted from a single transducer and detected at \( N \) receivers are converted into \( N \) time-reversal waves. When the time-reversal waves are emitted back into the pipe from the \( N \) transducers, the ideal focusings that are not influenced by frequency bandwidth like that in Fig. 7 are realized. Figure 8 shows received waves (calculation) at \( L=800 \) mm when time reversal of calculated waveforms of the gray lines in Fig. 4 is used as excitation signals at eight transducers. Large waveforms were observed only at the desired focal point \( (L=800 \text{ mm}, 0^\circ) \), and small amplitudes at the other points.

Next, let us discuss the transducer location. The focusing algorithm can be applied even if transducers are not aligned in the circumferential direction. It is possible that changing the location of the transducers could improve focusing. However, since it is not easy to find the general algorithm on transducer location to optimize focusing, qualitative discussions will be described here. When the number of channels are \( N \), the above-mentioned discussions are applied in this case, and the resolution does not change. But, the robustness of the solution \( \mathbf{H}^{-1} \) is affected, and it results in a poor focusing characteristic. For example, when \( N \) transducers are at the same position, this is the same situation as a single transducer, and so focusing is not observed. Here, the matrix \( \mathbf{H} \) is nonregular as \( H_{11} = H_{21} = \ldots H_{N1}, \ H_{12} = H_{22} = \ldots H_{N2}, \ H_{13} = H_{23} = \ldots H_{N3}, \ldots, \ H_{1N} = H_{2N} = \ldots H_{NN} \). Generally speaking, the robustness of Eq. (14) depends on the independence of each equation in the simultaneous equations Eq. (14). In this sense, aligning transducers in the circumferential direction at a regular interval is the best arrangement to keep independence of these simultaneous equations and to give good focusing.

VI. CONCLUSIONS

Simulation of guided wave propagation was conducted using a semianalytical finite element method. This calculation was verified by way of a comparison of waveforms and an application to the focusing technique. Applying the semianalytical FEM calculations to focusing technique gave the following conclusions.

(1) Focusing does not occur abruptly at the focal point, but the amplitude of a wave packet increases as it approaches the focal point and decreases gradually after it. In the far field from the focal point, circumferential profiles become complicated. This is just like circumferential profiles from a single source at the focal point.

(2) Controlling incident waveforms, as well as increasing the number of channels, improves the resolution and sensitivity of the focusing technique. Using time-reversal signals realizes the ideal focusing in a pipe.

In this paper, circumferential resolutions in the focusing...
technique were discussed, but it is necessary to investigate the resolution in the longitudinal direction, for which visualization will be helpful.

ACKNOWLEDGMENTS

We would like to thank Plant Integrity Ltd., Cambridge, England and Peter Mudge for their encouragement and partial support of this work on focusing in utilizing the nonaxisymmetric pipe modes.